R3Net: Relation-embedded Representation Reconstruction Network for Change Captioning
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Qualitative results
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Ground Truth:
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R3Net + SSP

The small blue metal
sphere that 1s behind the
small yellow rubber object
1s in a different location.
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between change localization and caption generation.




