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1. Motivation 5. Experimental Results3. SCORER

➢ Reconstructing unchanged representations to capture a stable 

difference representation for cross-view images

- interact cross-view features: multi-head token-wise matching

- learn view-invariant representations: cross-view contrastive alignment

➢ Rebuilding the “after’’ image with the full representations of caption 

and “before” image to improve captioning quality

2. Approach Overview

➢ Stage 1: cross-view feature extraction

➢ Stage 2: self-supervised cross-view representation reconstruction

(SCORER)

➢ Stage 3: difference representation modeling and caption generation

➢ Stage 4: cross-modal backward reasoning (CBR)

➢ Comparison with existing methods

➢ Ablation study

⮚ Visualization for shared object matching and caption generation

➢ More experimental results shown in our paper

➢ Code available at: https://github.com/tuyunbin/SCORER

➢ For a pair of images, multi-head token-wise matching (MTM) is

where 

4. CBR

➢ Rebuilding a “hallucination” representation 

with the sentence and “before” image

➢ Using MTM to match the representations 

of “hallucination”  and “after” image

➢ Maximizing cross-view contrastive alignment

➢ Maximizing cross-view contrastive alignment

- model “hallucination” via the caption and “before”

- match “hallucination” with “after”: cross-view contrastive alignment
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