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Problem

Detail missing

• Ground truth: A man is calling.

• TAT: A man is talking (on the phone).

• Ground truth: A man is cutting a tree.

• TAT: A man is cutting a head.

Motivation

Previous work

➢Only coarse frame-level global-motion features are 

employed

Our ideal

➢Adding a new feature— object-level local features

Exploiting local features extracted by Faster R-CNN [ 19 ] to 

address the problem of detail missing.

➢Spatial-temporal attention mechanism

The proposed two-stage attention mechanism can recognize the 

salient objects more precisely with high recall and automatically 

focus on the most relevant spatial-temporal  segments given the 

sentence context.

Approach

Overall framework
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Local features extraction

1)Detecting salient objects by pre-trained Faster R-CNN model;

2)Selecting top-n objects as local features by class confidence scores.

Spatial-Temporal Attention mechanism

1) Selecting salient objects by 

spatial attention weights:
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2) Attending to important frames by 

temporal attention weights:
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3) Concatenating global-motion 

temporal representation and local 

temporal representation:

Results

MSVD dataset

MSR-VTT-10K dataset

Qualitative results

Ground truth: A boy is playing with a dog.

TAT: A boy is playing with a baby.

STAT: A boy is playing with a dog.

Ground truth: A woman is applying makeup to her eyes.

TAT: A woman is showing how to make a makeup.

STAT: A woman is applying makeup to her face.

Recognition error
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